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1 Network Topology

The main IP-address that needs to be divided into four subnets is: 58.89.30.111/24. The subnet
consists of the following IP-addresses:

e Subnet A: 58.89.30.64/26
— A.1: 58.89.30.80/28
— A.2: 58.89.30.96,/28

e Subnet B: 58.89.30.128/26
— B.1: 58.89.30.144/28
— B.2: 58.89.30.160/28

This is done by determining the subnet mask, calculating the subnet increment, calculating the
new subnet mask and determining subnet ranges. In Figure 1 is the whole network shown, which
is made with Cisco Packet Tracer.

Subnet B.1

Subnet A.1 Subnet A.2

Subnet B.2

Figure 1: Our network made within Cisco Packet Tracer.
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2 Roles

Our group for project network consists of four students and we all had a role:
e Semih:
— Router 2. Main role is the connectivity between subnet A and B;
— Streamer 1.
e Ferhat:

— Router 3. Main role is the connectivity between subnet B.1 and B.2. Router 3 is also
a DHCP-server;

— Streamer 2.
e Marvin:

— Nginx. This server is going to receive the media stream from the Raspberry Pi, decrypt
it, authenticate and serve it as both HLS and Dash.

e Thom:

— Router 1. Main role is the connectivity between subnet A.7 and A.2. Router 3 is also
a DNS-server and DHCP-server;

— Viewer.
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3 Streaming

My role is to be both Router_2 and Streamer_1 in subnet B.1 as seen in Figure 1. Router-2 has
IPv4-forwarding enabled to act as a router.

3.1 Configuring IPv4-static routes

Adding an IP-route is important for connectivity between all the devices. This is done with the
following Linux command: “sudo ip route add jIP-1; via jIP-2;”. IP-1 and IP-2 are both variable
IPv4-addresses. There was also a static route added for Router_1 to redirect any packages going
from:

e 58.89.30.128/26 (subnet A) via 58.89.30.82 (router-2) with subnet mask 255.255.255.192.
There were also two static routes added for Router_2 to redirect any packages going from:

e 58.89.30.96/28 (subnet A.2) via 58.89.30.81 (subnet A.1) with subnet mask 255.255.255.240;

e 58.89.30.160/28 (subnet B.2) via 58.89.30.145 (subnet B.1) with subnet mask 255.255.255.240.
There was also a static route added for Router_3 to redirect any packages going from:

e 58.89.30.64/26 (subnet B) via 58.89.30.146 (router_2) with subnet mask 255.255.255.192.

After configuring the routers properly, Figure 2 and Figure 3 confirm that I (as Router_2) was able
to ping every device in both subnet A and B.

3.2 FFmpeg streaming

In order to stream something, streamer-1 and streamer-2 had to install a program called FEmpeg.
FFmpeg is a great tool to compress, convert, edit videos and images. It can also be used to
stream a webcam or desktop environment. In order to stream my webcam, I entered the following
command (for both streamer_1 and streamer_2):

ffmpeg -f v412 -i /dev/videoO \
-c:v 1ibx264 -pix_fmt yuv420p -framerate 15 -g 30 -b:v 500k \
-preset ultrafast -tune zerolatency \
-f flv "rtmp://58.89.30.83:4000/1live/caml?streamkey=123"

In this command above, we captured the video source from the webcam using Video4Linux, com-
presses it and streams it to the RTMP-server, which in this case is: Nginz (58.89.30.83) in subnet
A.1 seen in Figure 1. It is also possible to stream my desktop environment by using z11grab as
shown in the following command below:

ffmpeg -video_size 1920x1080 -framerate 30 -f xllgrab -i :0.0 \
-c:v 1ibx264 -pix_fmt yuv420p -framerate 15 -g 30 -b:v 500k \
-preset ultrafast -tune zerolatency \
-f flv "rtmp://58.89.30.83:4000/1ive/caml?streamkey=123"

Both commands worked on streamer_1 as well for streamer_2. The viewer was able to connect to
the RTMP-server and fetch the stream successfully! It does work as shown in Figure 5, Figure 6,
Figure 7 and Figure 8, unfortunately there is a lot of latency. In the real world however, this won’t
matter as much because the streamer and viewer won’t be sitting in the same room anyway. So
latency would not be noticed that rapidly.
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semih@broodjesemih:™ $ ping 58.89.30.145

PING 58.89.30.145 (58.89.30.145) 56(84) bytes of data.

64 bytes from 58.89.38.145: icmp_seq=1 tt1=64 time=8.565 ms

b4 bytes from 58.89.30.145: icmp_seq=2 tt1=b64 time=0.483 ms

~C

--- 058.89.30.145 ping statistics ——

2 packets transmitted, 2 received, 8% packet loss, time 1818ms
rtt min/avg/max/mdev = 8.483/0.524/0.565/8.041 ms
semih@broodjesemih:™ $ ping 58.89.30.161

PING 58.89.30.161 (58.89.30.161) 56(84) bytes of data.

64 bytes from 58.89.36.161: icmp_seqg=1 tt1=b64 time=8.562 ms

64 bytes from 58.89.38.161: icmp_seq=2 tt1=64 time=8.411 ms

~C

--- 08.89.30.161 ping statistics ——

2 packets transmitted, 2 received, 8% packet loss, time 18688ms
rtt min/avg/max/mdev = 8.411/60.486/0.562/8.875 ms
semih@broodjesemih:™ $ ping 58.89.30.162

PING 58.89.30.162 (58.89.30.162) 56(84) bytes of data.

64 bytes from 58.89.30.162: icmp_seqg=1 tt1=63 time=1.87 ms

b4 bytes from 58.89.36.162: icmp_seq=2 tt1=63 time=1.96 ms

~C

-—— 08.89.30.162 ping statistics —-

2 packets transmitted, 2 received, B% packet loss, time 1882ms
rtt min/avg/max/mdev = 1.865/1.888/1.896/8.015 ms
semih@broodjesemih:™ $ ping 58.89.30.147

PING 58.89.30.147 (58.89.30.147) 56(84) bytes of data.

b4 bytes from 58.89.360.147: icmp_seqg=1 tt1=b64 time=0.654 ms

64 bytes from 58.89.30.147: icmp_seq=2 tt1=b64 time=0.751 ms

~C

-—— 08.89.308.147 ping statistics —

2 packets transmitted, 2 received, B% packet loss, time 16001ms
rtt min/avg/max/mdev = 8.654/0.702/0.751/8.048 ms
semih@broodjesemih:™ $

Figure 2: It’s possible to ping every device on the network (pt.1).
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semih@brood jesemih:™ $ ping 58.89.30.97

MPING 58.89.308.97 (58.89.38.97) 56(84) bytes of data.

b4 bytes from 58.89.30.97: icmp_seq=1 ttl1=64 time=1.58 ms

b4 bytes from 58.89.30.97: icmp_seq=2 ttl1=64 time=1.51 ms

~C

——— 08.89.30.97 ping statistics —

? packets transmitted, 2 received, 8% packet loss, time 1882ms
rtt min/avg/max/mdev = 1.513/1.545/1.578/0.632 ms

semih@brood jesemih:™ $ ping 58.89.30.81

PING 58.89.38.81 (58.89.308.81) 56(84) bytes of data.

b4 bytes from 58.89.30.81: icmp_seq=1 ttl1=64 time=1.57 ms

b4 bytes from 58.89.30.81: icmp_seq=2? ttl1=64 time=2.33 ms

~C

——— 58.89.30.81 ping statistics —

? packets transmitted, 2 received, 8% packet loss, time 1882ms
rtt min/avg/max/mdev = 1.565/1.947/2.336/0.382 ms

semih@brood jesemih:™ $ ping 58.89.30.82

PING 58.89.38.82 (58.89.308.82) 56(84) bytes of data.

b4 bytes from 58.89.308.82: icmp_seq=1 ttl1=64 time=08.148

b4 bytes from 58.89.308.82: icmp_seg=2 ttl=64 time=8.1089

~C

-—— 58.89.308.82 ping statistics —-

? packets transmitted, 2 received, 8% packet loss, time 1886ms
rtt min/avg/max/mdev = 8.109/0,128/0.148/0.619 ms

semih@brood jesemih:™ $ ping 58.89.30.83

PING 58.89.38.83 (58.89.308.83) 56(84) bytes of data.

b4 bytes from 58.89.308.83: icmp_seq=1 ttl1=64 time=8.427

b4 bytes from 58.89.30.83: icmp_seq=2 ttl=64 time=8.229

“C

-—— 58.89.308.83 ping statistics —-

? packets transmitted, 2 received, 8% packet loss, time 18208ms
rtt min/avg/max/mdev = 8.229/0,328/0.427/8.699 ms

semih@brood jesemih:™ $

Figure 3: It’s possible to ping every device on the network (pt.2).
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labyrinthos ~1$ ip a
<LOOPBACK,UP,LOWER _UP> mtu 65536 qdisc noqueue state UNKNOWN group default glen 1000
link/loopb: 00:00:00:00:00:00 brd 00:00:00: 0 00
inet 127.0.0.1/ scope host lo
valid 1ft forever preferred lft forever
scope host
ft forever preferred 1ft forev
BROADCAST, MULTICAST, UP, LOWER Ul
link/ether 50:7b:9d f
inet 58.89.3

net6 fe80::65d1:5393:311
valid_Lft forever preferred Lft
: wlp3s@: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qd
link/ether ©2:73:38:13:29:2 f

PING 58

64 bytes from

64 bytes from

64 bytes from

64 bytes from 58.89.30.83: icmp seq=
64 bytes from

~C

58.89.30.83 ping istics --
5 packets transmitted, 5 received, packet loss, time 4006ms
rtt min/avg/max/mdev 562/3.667/3.758/0.064 ms
[hat@labyrinthos ~1$ scrotfl

Figure 4: It’s possible to ping from subnet B to A.
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Figure 5: Viewer watching gameplay of Samurai Shodown II (streamer_2). Note that the compres-
sion artifacts does make the image quite smeary.
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Figure 6: Viewer watching gameplay of Metal Slug 2 (streamer_2). The compression artifacts is
even worse on this one.
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Figure 7: Viewer watching webcam of streamer_2.
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Figure 8: streamer_1 streaming and watching his own webcam.

4 Miscellaneous screenshots

Figure 9: Nginx configuration for RMTP-server, which all has been done by Marvin (pt.1).
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GNU nano 5.4 /etc/nginx/nginx.conf

Figure 10: Nginx configuration for RMTP-server, which all has been done by Marvin (pt.2).

Figure 11: Proof of that the Nginx-server is running without any problems!
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Figure 12: Here was I (Semih) troubleshooting the ICMP (ping) request via my laptop
(58.89.30.147) to router-1 (58.89.30.81).

Lines 1-22/22 (END)JS
c

dnsmas

Figure 13: DHCP-server is working fine in subnet B.2 (router_3).
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B Bltordvgthomd: -

thomvdv@thommdy: ~

Figure 14: DNS-server is working fine in subnet A.1 router_1.
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# Example static IP configuration:

interface ethl

static ip_address=58.89.30.146/28
static routers=58.89.308. 145

fistatic domain_name_servers=58.89.38.81
ftatic routers=58.89.38.82

interftace eth@

static ip_address=58.89.30.82/28

static routers=58.89.30.81

fstatic domain_name_servers=58.89.38.81
fistatic routers=58.89.36. 146

Figure 15: dheped.conf file of router_2.
pllmarvinPi:

pillmarvinPi:

pifmarvinPi:

pifmarvinPi:

Figure 16: 1s command in MarvinPi (Nginz).
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PR e N;ﬂwxz\]\4\5\5\7\3\9\1n\u\u\
= Lesson 4
- Sending webcam audio and video from the SIS to the NGINX server A

Now that the server is up and running, we need to stream webcam input from Wil
into the Raspberry Pi. Our goal is to find this webcam device and to use EFmpeg to
audio/video stream to the NGINX server over the network. Be sure to have FFmpe|
Windows computer, this should be simple to do.

1. Check webcam and microphone name with:

ffmpeg -list_devices true -f dshow -i dummy

& 2. Check webcam modes with:

~ ffmpeg - dshow -list_options true -i video="Integrated Webcam"

© 3. Teststreaming with:

- ffmpeg -f dshow -i video="Integrated Webcam":audio="Microphone (Realtek Audi

pix_fmt yuvj420p -level:v 4.1 -preset ultrafast -tune zerolatency -vcodec libx264 -r/

B 640x360 -acodec aac -ac 2 -ab 32k -ar 44100 -f mpegts -flush_packets 0

e udp://localhost:5000?pkt_size=1316

Z 4. and in VLC with link udp://@localhost:5000

2 5. Start streaming with:

= ffmpeg -f dshow -i video="Integrated Webcam":audio="Microphone (Samson Met] 1] [l 3wl (SI50%
a high -pix_fmt yuvj420p -level:v 4.1 -preset ultrafast -tune zerolatency -vcodec libx: 22 ==
e -5 640x360 -acodec aac -ac 2 -ab 32k -ar 44100 -f mpegts -flush_packets 0 -f flv

= “rtmp://192.168.225.128:4000/live/cam1?streamkey=123"

7 6. In linux test with VLC and fink hittp:

5 Draduucte b dalivar

Pagina: 1 Sectie:1 Paginafvan1 2van 226 woorden

O Typ hier om te zoeken et a

é cam1.mpd?watchkey...

Playback Audio Video Subtitle Tools View Help

WERCLERIE
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P Typ hier om te zoeken et i

Figure 18: Marvin watching streamer_1 (via Nginx).
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monophonicHat
ROUTER 3:

dhcpced.conf:

interface eth®
static ip_address=58.89.36.145/28

interface ethl
static ip_address=58.89.36.161/28

ip route add 58.89.30.64/26 via 58.89.30.146

Figure 19: Router-83 dhcpcd.conf file.
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¢ v semih :~ % route -v
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref Use Iface
default 58.89.30.81 0.0.0.0 uc 202 0 0 ethO
default 58.89.30.145 0.0.0.0 ucG 203 0 0 eth1
default 145.81.128.1 0.0.0.0 Uuc 304 0 0 wlan0
58.89.30.80 0.0.0.0 255.255.255.240U 202 0 0 eth0
58.89.30.144 0.0.0.0 255.255.255.240U 203 O 0 eth1
145.81.128.0 0.0.0.0 2552552400 U 304 O 0 wlan0

monophonicHat

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref
default clalh-145-81-12 0.0.0.0 uG 3e4 (%
58.89.30.144 0.0.0.0 255.255.255.240 U 202
58.89.30.160 0.0.0.0 255.255.255.240 U 203
145.81.128.0@ 0.0.0.0 255.255.2408.06 U 304

e b
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
58.89.30.80 0.0.0.0 255.255.255.240U 205 O 0 eth1
58.89.30.128 58.89.30.82 255.255.255.192UG 0 O 0 eth1
link-local  0.0.0.0 255.255.0.0 U 202 O 0 eth0

Figure 20: All “route -v” outputs.

Use Iface
8 wlan@
@ ethe
8 ethl
@ wlan@
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Router 1 settings:
/etc/dhcped.conf:

interface ethl

static ip_address=58.89.30.81/28
interface eth@

inform 58.89.38.97/28

/etc/dnsmasq.conf
interface=eth®
dhcp-range=58.89.30.100,58.89.30.110, 24h

conf-dir=/etc/dnsmasq.d

Jetc/dnsmasq.d/epicstream. conf
address=/epicstream.nl/58.89.30.83

fetc/sysctl.conf
net.ipv4.ip_forward=1

Na opstarten: sudo ip route add 58.89.36.128/26 via 58.89.30.82

Figure 21: Router_1 config files.
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